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Objective: The aim of this paper is to provide a guideline to a universal understanding of the analysis of
co-occurrence of risk behaviors. The use of cluster analysis and factor analysis was clarified.

Method: A theoretical introduction to cluster analysis and factor analysis and examples from literature were
provided. A representative sample (N = 4395) of the Dutch population, aged 16–40 and participating from fall
2005 to spring 2006, was used to illustrate the use of both techniques in assessing the co-occurrence of risk
behaviors.
Results: Whereas cluster analysis techniques serve to focus on particular clusters of individuals showing the
same behavioral pattern, factor analysis techniques are used to assess possible groups of interrelated health-risk
behaviors that can be explained by an unknown common source. Choice between the techniques partly depends
on the research question and the aim of the research, and has different implications for inferences and policy.

Conclusion: By integrating theory and results from an illustrative example, a guideline has been provided that
contributes towards a systematic approach in the assessment of co-occurrence of risk behaviors. Following this
guideline, a better comparison between outcomes from various studies is expected, leading to improved effec-
tiveness of multiple behavior change interventions.

© 2014 Elsevier Inc. All rights reserved.
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Introduction

Over the past decades, there has been growing interest in research
on associations of lifestyle-risk behaviors (see, for example, Bailey
Style, P.O. Box 3005, 2301 DA

er).
et al., 2006; de Vries et al., 2008; Prochaska, 2008; Pronk et al., 2004).
Many studies have focused on four major lifestyle-risk factors, namely
physical inactivity, smoking, drinking and nutrition or diet (e.g., Bailey
et al., 2006; Conry et al., 2011; de Vries et al., 2008; Heroux et al.,
2012; Laska et al., 2009; Lippke et al., 2012; Poortinga, 2007; Schuit et
al., 2002; Van Nieuwenhuizen et al., 2009). Other factors have also
been examined, such as psychological stress (Dodd et al., 2010), delin-
quency behavior (Van Nieuwenhuizen et al., 2009), drug use (Faeh
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Fig. 1. Visual depiction of cluster analysis in a two-dimensional space. Two behaviors,
physical exercise and alcohol consumption, are represented on the X- and Y-axes, respec-
tively. Each dot represents an individual.
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et al., 2006; Van Nieuwenhuizen et al., 2009), and unsafe sex (Van
Nieuwenhuizen et al., 2009). These lifestyle-risk factors are major but
preventable causes of morbidity and mortality.

Two popular statistical techniques used in studies on co-occurrence
of risk behaviors are cluster analysis and factor analysis. The underlying
logic of both techniques is dimension reduction (i.e., summarizing infor-
mation onmultiple variables into just a few variables), but they do so in
very different ways. Cluster analysis techniques reduce the number of
individuals into a smaller number of profiles (i.e., clusters of people)
by assessing the interrelationships between individuals. The goal of
factor analysis techniques is to reduce the number of variables into
components (i.e., factors of behaviors). In factor analysis, groups of
behaviors that are interrelated due to a common underlying factor
(also called latent variable or construct) are identified.

Although often not clear to researchers or applied researchers, the
choice of technique has implications for the results and conclusions
that can be drawn. Researchers must therefore carefully consider
which technique can answer which questions. Unfortunately, literature
about multiple behaviors has shown that terminology is not consistent,
and that confusing inferences are drawn from the various statistical
techniques. Nigg et al. (2002), for example, stated that “health behaviors
often cluster”. The same phrase was used in a study by de Vries et al.
(2008), who explored “clusters of health behaviors”. They confusingly
reported in their results that: “The distribution of these groups of behav-
iors resulted in three clusters of people …”. Dodd et al. (2010) stated
that: “… research has shown that health behaviors often coexist and
that there is clear evidence of clustering”. The authors hypothesized
that with their results they would support health professionals in their
understanding of “how behaviors cluster together”. They analyzed
their data using a cluster analysis method. In their discussion, it was
stated that “the cluster analysis clearly demonstrates patterns between
the behaviors”.

As these examples show, there is a need for clarification of terminol-
ogy, the choice of statistical techniques, and inferences that can be
drawn from these techniques. Without such clarification, comparison
between multiple risk behavior studies is hampered (Heroux et al.,
2012; Poortinga, 2007). A systematic approach is desirable to facilitate
a universal understanding of research concerning multiple health be-
haviors (de Vries et al., 2008). Such an approach leads to the envisaged
straightforward link between research question, statistical technique,
and conclusion. In this paper we take a first step towards framing a
guideline for multiple behavior research, by clarifying terminology
and by providing a clear differentiation between statistical techniques,
research questions that can be answered by the techniques, and
inferences that can be drawn. By using theory and an illustrative
example, we will show that each of the statistical techniques has differ-
ent implications for inferences and policy.

Firstly, we will provide a short theoretical introduction to cluster
analysis and factor analysis, and cite examples from multiple behavior
studies inwhich the techniqueswere used. Subsequently, an illustrative
example is given inwhich both factor analysis and cluster analysis tech-
niques are implemented to the same dataset. To conclude, we will inte-
grate findings from the literature and our example and guide the reader
in choosing the most appropriate analysis technique to meet his or her
needs.

Cluster analysis

Theory

Cluster analysis is an exploratory technique used to classify people
into a preferably small number of groups based upon their scores on
observed variables. The underlyingmodel is discrete: in the end individ-
uals belong to one and only one cluster. Basically, five steps can be iden-
tified in cluster analysis, namely 1) selection of a sample of individuals
to be clustered, 2) definition of a set of variables used to measure the
individuals in the sample, 3) computation of the similarities between
the individuals, 4) use of a cluster analysis method to create groups of
similar individuals, and 5) interpretation of results.

The result of the first two steps is a data matrix consisting of n
individuals (represented in rows) measured on p variables (the
columns of thematrix). A visual representation of data from two behav-
ioral variables, for example the number of hours per week of physical
exercise (variable x1) and the number of alcohol units consumed per
week (variable x2), is shown in a two-dimensional space in Fig. 1. The
figure clearly shows two clusters of individuals: one cluster with people
who consume large amounts of alcohol and spend little timeonphysical
activity perweek, and a homogenous subgroup of individualswho exer-
cise more and drink less alcohol.

The dimensionality of the space is determined by the number of var-
iables used to describe the individuals. For seven variables, for example,
data is represented as a seven-dimensional space. In the third step of the
cluster analysis, the coordinates in space are examined by means of a
dissimilarity measure. This dissimilarity measure, such as a distance
measure, expresses the relationships between individuals given their
values on a set of variables. The distance between cases i and j can, for
example, be computed by squaring the difference between the value
on variable p for cases i and j, and by summing these squared differences
over all variables (e.g., physical exercise and alcohol consumption
[Aldenderfer and Blashfield, 1984]). The smaller the distance value, the
more cases i and j are alike. These distance values are then summarized
into an n × n dissimilarity (e.g., distance) matrix, with n representing
the individuals.

In the fourth step, a clustering method is used to create clusters of
similar individuals based on this n × n matrix. Several families of
methods are available, each representing a different view on the
creation of groups. Popular clusteringmethods in social andmedical sci-
ences are hierarchical clustering and latent cluster analysis. Hierarchical
clustering uses the n × nmatrix to sequentially merge the most similar
individuals. Many possible merging rules are available for this (e.g.,
single linkage, complete linkage), all aiming to measure the distance
between individual observations. Contrary to this standard ad-hoc clus-
tering technique, latent cluster analysis (Vermunt andMagidson, 2002)
is a model-based clustering approach. This technique does not use a



1 A broad distinction ismade between exploratory and confirmatory factor analysis. Al-
though both methods are used to grasp the underlying factor structure of the data, they
each have their own objective. Confirmatory factor analysis is primarily used for theory-
testing. Common factors are ‘known’, and it is examined if the a priorimodel of the under-
lying structure of the data is supported by the data. Exploratory factor analysis is used for
theory-building, as common factors are unknown and are searched for. We focus on the
latter type of factor analysis.
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dissimilarity matrix, but clusters individuals using a probability-based
classification. The observed variables are considered to be indicators
for an unobserved latent variable, and the association between the ob-
served responses can be fully explained by the small number of latent
clusters. Cluster-specific response probabilities are calculated,
representing the likelihood of showing a particular behavior.

The choice between clustering methods depends largely on the
choice of classification, the measurement level of the variables, sample
size, and preference of scientific disciplines. Hierarchical clustering
techniques can handle quantitative, binary, or count data, and performs
well with smaller sample sizes. Latent cluster analysis offers great flex-
ibility, and is particularly suitable for variables with different measure-
ment levels, large samples, longitudinal data, and multilevel data. For
more in-depth reading material on cluster analysis, the reader is re-
ferred to books/chapters by, among other authors, Aldenderfer and
Blashfield (1984), Everitt et al. (2011), and Vermunt and Magidson
(2002).

The final step in cluster analysis, the interpretation of results, is the
most fundamental step. The outcome of cluster analysis is not simply
a set of clusters; active understanding and interpretation of results is re-
quired. Several criteria are available for assessing the fit of cluster
models, for example the likelihood ratio chi-squared statistic L2, Akaike
Information Criterion (Akaike, 1973), and Bayesian Information Criteri-
on (Schwarz, 1978). The result of cluster analysis is a relatively small
number of clusters of individuals that resemble each other and that
are different in some respects from individuals in other clusters.
Names are assigned to these clusters, often denoting the most notable
findings in the data. The final cluster assignment is presented in a nom-
inal variable with its categories referring to the clusters. This variable
can subsequently be used to examine which characteristics are shared
by individuals within the same cluster. In addition, cluster allocation
can serve as a predictor of other behaviors not included in the genera-
tion of the cluster solution.

Examples from literature

In multiple risk behavior research, cluster analysis is a popular tech-
nique used to identify subgroups sharing the same behaviors and/or
other characteristics (see, for example, Carlerby et al., 2012; Conry
et al., 2011; Flannery et al., 2003; Hagoel et al., 2002; Lippke et al.,
2012). Dodd et al. (2010), for example, used cluster analysis to investi-
gate the prevalence and clustering of five lifestyle-risk factors within a
UK higher education institution. The researchers found three distinct
clusters of people based on the lifestyle factors psychological stress,
physical activity, fruit and vegetable intake, binge drinking, and
smoking. An unhealthy/high risk group cluster contained individuals
with high psychological distress, low physical exercise, low fruit and
vegetable intake, and relatively many occasional and regular smokers.
Individuals showing an opposite lifestyle, that is, low psychological dis-
tress, a high level of physical activity, high fruit and vegetable intake,
moderate alcohol consumption, and non-smokers, were clustered into
a healthy/low risk group. The third cluster distinguished individuals
that weremoderate in most lifestyle factors, that is, a moderate amount
of psychological distress, physical exercise, and fruit and vegetable in-
take, but with a relatively high proportion of regular smokers.

Another example is a study by Hagoel et al. (2002), in which cluster
analysis was carried out to group women by similarities in their health
behaviors and to characterize their lifestyles in these terms. Data includ-
ed were, among other things, domains of smoking, diet, physical exer-
cise, and periodic medical checkups. Comparable to Dodd et al.
(2010), the researchers found three clusters of individuals. The health-
promoting lifestyle cluster is similar to the healthy/low risk cluster
found by Dodd et al. (2010): this cluster included women showing
health-promoting behaviors such as healthy diet, exercising, attending
periodic medical checkups, and the avoidance of risk behaviors such
as smoking. A second cluster was called the inactive cluster, and
contained women who are distinct in their low level of physical exer-
cise. Most remarkable about women in the ambivalent cluster is their
smoking behavior: they all either currently smoke or had smoked in
the past. They also adhere less to a healthy diet than women in the
other two clusters, and are moderate in exercising and attending med-
ical checkups. The authors also investigated the characteristics of each
cluster on the basis of (among other things) demographic variables,
and used cluster assignment as a predictor of another health behavior
(mammography screening).

A study byConry et al. (2011) focused on howkey health-related be-
haviors (physical activity, alcohol consumption, smoking, diet), quality
of life, and mental health are distributed in a national population of
Irish adults. Six clusters were found, where the healthy lifestyle cluster
is similar to the healthy clusters found in the studies by Dodd et al.
(2010) andHagoel et al. (2002). Other clusters foundwere labeled tem-
perate, former smoker, mixed lifestyle, physically inactive, andmultiple
risk factors.

Factor analysis

Theory

In multiple behavior research, researchers often wish to represent
the relationships among observed behavioral variables. With only a
few observed variables, simple correlation coefficients can be used for
this goal. However, when a researcher is confronted with many more
variables, the interpretation of the pattern of correlations can become
very cumbersome. The patterns of associations must then be explored
empirically, with factor analysismethods being appropriate procedures.
The primary goal of thesemethods is to explore the associations among
p observed variables and to summarize these relationships into a small-
er number of m new variables (latent constructs), with m b p (Velicer
and Jackson, 1990). Scores for the m new variables can be used to
replace the original p observed scores.

Two popular procedures are common factor analysis (Zwick and
Velicer, 1982) and principal component analysis (Hotelling, 1933;
Pearson, 1901). In spite of some mathematical differences, which are
beyond the scope of this paper, the choice between these two proce-
dures is not very critical for practical purposes. Velicer and Jackson
(1990) reviewed several studies in which different types of component
and factor analysis were compared, and concluded that discrepancies
between the two procedures are rare when the same number of latent
constructs are extracted.

A factor can be described as an unobservable (i.e., latent) variable,
that can account for the correlations or part of the correlations in the ob-
served data. Common factors are latent variables that account for vari-
ability in at least two of the observed variables. Unique factors
represent measurement error and variability in each of the observed
variables that has nothing in common with any of the other variables.
The purpose of factor analysis is to estimate the pattern of relations be-
tween common factor(s) and each of the observed variables. A visual
explanation of this is given in Fig. 2.

Factors are a weighted sum of the observed variables, where the
obtained weights depend on the analysis performed (e.g., confirmatory
or exploratory analysis1). Once the factors are determined, correlations
between these factors and the observed variables are computed. Vari-
ables having a high correlation with a particular factor are said to be
highly linearly related to that factor, and are interpreted as being part



Table 1
Item-response probabilities within each of the three clusters: Risk Behavior Survey, The
Netherlands, 2005–2006 (N = 3975).

Cluster 1
(N = 2283)

Cluster 2
(N = 1189)

Cluster 3
(N = 503)

Cluster size .537 .322 .142
Alcohol

Does not adhere to norm .184 .455 .215
Adheres to norm .816 .545 .786

Smoking
Does not adhere to norm .069 .735 .123
Adheres to norm .931 .265 .877

Illegal drug use
Does not adhere to norm .003 .247 .045
Adheres to norm .997 .753 .955

Fruit intake
Does not adhere to norm .871 .900 .475
Adheres to norm .129 .100 .525

Eating breakfast
Does not adhere to norm .209 .484 .009
Adheres to norm .791 .517 .991

Vegetable intake
Does not adhere to norm .917 .910 .686
Adheres to norm .083 .090 .314

Physical activity
Does not adhere to norm .139 .067 .013
Adheres to norm .861 .933 .987

Health-risk behavior

Health-promoting behavior

Alcohol consumption

Smoking

Illegal drug use

Eating breakfast

Physical activity

ε1

ε2

ε3

ε4

ε5

Fig. 2. Visual depiction of factor analysis. An oval represents a latent factor and a rectangle
represents an observed variable. Unique factors are depicted by ε. Factors create variables,
as represented by the arrows.
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of the same underlying common source.2 The proportion of variance
explained by the obtained factors is a measure of how well the defined
factors describe the original observed data. The result of factor analysis
ismultiple numeric variables, each representing a factor score locating a
person on that factor's underlying continuum. These scores can be used
for further analysis, such as the identification of variables that are asso-
ciated with the factors.

Both factor analysis and principle component analysis are appropri-
ate for the analysis of behaviorsmeasured at a continuous or categorical
measurement scale. For the latter situation, a categorical version of prin-
ciple component analysis (CATPCA) has been developed (Linting et al.,
2007).

With regard to risk factors measured on a binary scale (e.g., present
or absent), we also came across a few studies using prevalence odds
ratios (PORs) to investigate the associations between life-style risk be-
haviors (Alamian and Paradis, 2009; Faeh et al., 2006; Poortinga,
2007; Schuit et al., 2002). Using PORs, an association between risk be-
haviors is identified when the combination of risk behaviors exceeds
the expected prevalence of the combination of these risk behaviors.
The expected prevalence is calculated using the individual probabilities
of each risk behavior based on their occurrence in the study population.
When the number of behaviors increases, the computation of PORs be-
comes very time consuming (e.g., with seven risk behavior variables,
128 possible associations have to be explored), and factor analysis
would be a more appropriate technique for analyzing the structure of
associations between behaviors.

Examples from literature

Van Nieuwenhuizen et al. (2009) used exploratory factor analysis to
investigate the grouping of health-compromising behaviors and delin-
quent behavior in a Dutch sample. Three factors were found in an
adult sample. A factor namedHealth comprised behaviors such as eating
breakfast, adequate fruit and vegetable intake, adequate physical exer-
cise, and non-smoking behavior. An Alcohol factor contained behavior
related to alcohol consumption and unsafe sex. A latent variable
namedDelinquency included physical and verbal aggression, delinquen-
cy behavior, drug abuse, and ignoring a red light in traffic. Factor scores
representing these latent variables can subsequently be used as out-
comes to assess determinants of these groups of behaviors (see, for ex-
ample, Dusseldorp et al., in press). Principal component analysis was
used in a study by Lippke et al. (2012) to investigate whether behaviors
are interrelated. The authors found that health-promoting behaviors
2 It shouldbe noted that cluster analysis can also beused to identify groups of behaviors.
The convention in cluster analysis is to convert the data in an n × n dissimilarity matrix
(see paragraph 2.1). However, the data can also be reversed into a p × p similarity matrix,
where correlations are used as a similarity measure. Although there are (a few) studies
using cluster analysis of variables (for example, Bender et al., 2005), we are unaware of
studies in the area of multiple risk behaviors that use cluster analysis to identify groups
of behaviors.
(such as nutrition and exercising) loaded on one factor, whereas
health-risk behaviors (smoking, alcohol consumption) loaded on
another.
Illustrative example

To illustrate the use of cluster analysis and factor analysis and the in-
ferences that can be drawn from these techniques, we used data from a
representative sample (N = 4395) of the Dutch population aged 12 to
40 years (Van Nieuwenhuizen et al., 2009). Data contained (among
other things) information about various health-compromising behav-
iors, namely alcohol consumption, smoking, illegal drug use, physical in-
activity, skipping breakfast, and not eating fruit and vegetables. Norm
scores were calculated for each of these seven behaviors according to
separate guidelines for age groups, to assess whether respondents ad-
hered to the norm of healthy behavior (for an overview of the norms,
see Appendix A3). This resulted in seven variables in two categories,
namely ‘adheres to the norm’ and ‘does not adhere to the norm’.
Analyses were based on 3975 respondents who had completed data
on these seven variables.

Latent cluster analysis was conducted using LatentGold (Vermunt
and Magidson, 2005). LatentGold can handle all types of variables (i.e.,
categorical and continuous) and offers high flexibility to the user.
One- to four-cluster models were estimated, and the best fitting
model was assessed using the L2 statistic and the associated p-value.
Amongmodels for which this p-value was greater than 0.05 (indicating
adequate fit), the one with the smallest number of parameters was
selected. Using this criterion, the best model was given by a three-
cluster model (p = .65, Npar = 23). As can be seen in Table 1, one
cluster was composed of respondents who showed a high probability
of adherence to the norm of alcohol consumption, smoking, drug use,
eating breakfast, and adequate physical activity, and was characterized
by a very high probability (N .85) of no adherence to the norms of fruit
and vegetable intake. A second cluster contained respondents who
were characterized by high probabilities of smoking and no adherence
to the norms of fruit and vegetable intake, and a moderate probability
of no adherence to the alcohol norm. This second cluster can be consid-
ered to be the unhealthiest cluster, as the probabilities of all the ‘no
3 Included as supplementary file.



Table 2
Result of principal component analysisa: Risk Behavior Survey, The Netherlands, 2005–
2006 (N = 3975).

Factor 1 Factor 2 Factor 3

Smoking .697
Illegal drug use .668
Alcohol .608
Breakfast .432 .410
Vegetable intake .698
Fruit intake .664
Physical activity .955

a Varimax rotated principal component analysis. Loadings below .4 are suppressed.
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adherence to the norm’ categories were higher or almost equal to those
in the other two clusters (Table 1). Respondents showing the healthiest
behaviors were grouped into a third cluster.

Principal component analysis with Varimax rotation was performed
using SPSS Statistics 20.0 to investigate whether groups of behaviors
were present in the data. Using both the scree criterion (Cattell, 1966)
and Kaiser's criterion (Kaiser, 1960), a three factor solution was found,
explaining about 53% of the variance in the data. As can be seen in
Table 2, behaviors related to alcohol use, smoking, and illegal drug use
were grouped into one factor. Another factor contained behavior related
to fruit and vegetable intake. Breakfast behavior was related to both fac-
tors. Physical inactivity was not related to the other behaviors, and was
defined as a third factor.

A first setup to a guideline

Our example, in which we used both cluster analysis and factor
analysis to analyze the same dataset, illustrates that the techniques
lead to different results. Using cluster analysis, we identified three clus-
ters of individuals sharing the same (un)health(y) behaviors: a poor
diet cluster, a high risk cluster, and a low risk cluster. Noticeably, the
physical exercise norm and illegal drug use norm did not differentiate
individuals, since item-response probabilities for not adhering to these
norms were below 0.25 within each of the three clusters. With factor
analysis, three groups of interrelated behaviors were identified: an ad-
dictive behavior factor, a healthy eating behavior factor, and a physical
activity factor. Higher scores on the first factor meant abstinence or
restraint from health-risk behaviors, while the healthy eating factor
suggested the active engagement in health-promoting activities. Clear-
ly, physical activity did not share a common source with the other ob-
served variables. In other words, there is no relationship between
(not) adhering to the physical activity norm and the other behavioral
norms. Adhering to the drug use normwas part of the addictive behav-
ior factor, and therefore shared the same underlying common source as
smoking, alcohol use, and eating breakfast.

The results from this illustrative example and the theory explained
above give ample evidence that the choice between cluster analysis
and factor analysis is an important one. A short summary with typical
research questions and inferences that can be drawn with each
Table 3
Comparison of cluster analysis and factor analysis concerning type of research questions, infer

Cluster analysis

Research questions - Which subgroups of individuals share the same behaviors?
- How can individuals be classified according to similarities in behavio

Inferences - Cluster assignment can be used as a predictor variable of other behav
- Cluster assignment can be used as a nominal outcome variable to ide
person characteristics that are shared by individuals from the same clu
(e.g., using discriminant analysis).

Policy/intervention - Health-promoting campaigns can be targeted at clusters of individ
showing the same behavioral pattern, and could therefore be aimed
behaviors from different domains.
- Demographic variables that are related to the clusters can be used
segmentation in health-campaigns.
technique is provided in Table 3. In addition, implications for policy
and interventions in multiple risk behavior research are presented;
these implications will be discussed in the next section.

Discussion

Cluster analysis and factor analysis are both dimension reduction
techniques, and can be used to analyze the co-occurrence of lifestyle-
risk behaviors. However, each technique comes with its own unique
goal, which is often not clear to the applied researcher. In this paper,
we have tried to provide the reader with a clarification of terminology,
a clear differentiation between the two techniques, research questions
they can answer, and inferences that can be drawn.

Our results from cluster analysis are consistent with a study by de
Vries et al. (2008), who also found three clusters defined as a healthy,
an unhealthy, and a poor nutrition cluster. However, in their study
physical activity appeared to be more distinctive among individuals.
This disagreement in finding could be due to the fact that in our exam-
ple data almost all respondents adhered to the physical activity norm,
while the adherence rate for physical activity in the sample of de Vries
et al. (2008) was much lower. The high risk cluster of our solution
was also apparent in a study among women by Hagoel et al. (2002),
who found a cluster characterized by (among other variables not used
in our example) smoking behavior and unhealthy diet.

Comparable results from our example using factor analysis were
found by Lippke et al. (2012), who found a health-risk behavior factor
(smoking, drinking) and a health-promoting behavior factor (nutri-
tion). Contrary to our example, however, physical exercise was also
part of this latter health-promoting behavior factor. This could be ex-
plained by a difference in measuring physical exercise. In the study by
Lippke et al. (2012), engagement in regular physical exercise (i.e., at
least four times per week for at least 30 min each day at moderate or
high intensity) was classified in five stages, ranging from no engage-
ment in physical exercise and no intention of doing so in the next six
months to currently exercising, but for less than six months. We, how-
ever, defined being physically active as adhering to the norm (yes/no)
of exercising at least five days a week for at least 30 min each day at a
moderate or high intensity.

Using both methods, we have reaffirmed that risk behaviors do not
occur in isolation. More importantly, it has been made explicitly clear
that the use of factor analysis techniques could increase our knowledge
of possible associations between health-risk behaviors, whereas the ap-
plication of cluster analysis techniques serves to focus on particular
clusters of individuals showing the same behavioral pattern. An impor-
tant fundamental difference between the two techniques is represented
in the underlying model. Cluster analysis is an intrinsic discrete model:
individuals belong to one and only one cluster. In factor analysis, on the
other hand, a factor score is represented on a continuum. The distinction
with respect to the underlyingmodel is an important one, and can affect
the choice between cluster and factor analysis.

Cluster analysis techniques cluster groups of individuals with homo-
geneous behavioral patterns. Health-promoting campaigns can be
ences, and policy/intervention.

Factor analysis

rs?
- What kind of behaviors group together?
- Which behaviors are interrelated?

iors.
ntify
ster

- A factor score can be used as a continuous outcome measure to identify
variables that are associated with that factor (e.g., using multiple regression).
- A factor of interrelated behaviors can be used to shed light on an underlying
common source.

uals
at

for

- Intervention strategies can be targeted at behaviors sharing the same
underlying source: transfer of new acquired knowledge, attitudes or skills
can be induced more easily between behaviors of the same factor, than
between behaviors of different factors.
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targeted at different groups of individuals showing the same behavioral
pattern, and could therefore be aimed at behaviors from different do-
mains (e.g., smoking and fruit intake; cluster two in our example). Find-
ings by O'Halloran et al. (2001) suggest that individuals with certain
behavioral patternsmay differ in their response to interventions. Demo-
graphic variables, such as age and gender, can also be used for segmen-
tation in health-promoting campaigns (Reedy et al., 2005). Results from
studies using factor analysis techniques, on the other hand, concentrate
on the finding of an unknown common source that can explain the as-
sociation between variables. Knowledge about this source may help in-
tervention strategies to focus on behaviors sharing the same underlying
source. In this way, transfer of new acquired knowledge, attitudes or
skills can be induced between behaviors sharing the same underlying
component (referring to our example: between the behaviors from
the health-promoting factor or the health-risk factor). This type of
transfer can be referred to as near transfer, and will occur more easily
than far transfer (transfer to behaviors from a dissimilar domain). Ac-
cordingly, if an intervention succeeds in changing a particular behavior
(for example, alcohol consumption), related behaviors (e.g., smoking
behavior) may also change (Peters et al., 2013). As explained in this
article, comparison between studies on multiple health behaviors is
hampered, in part because of an inconsistency of terminology, statistical
approaches, and inferences drawn from results. This article serves as a
guideline to a universal understanding: a systematic approach could
help to integrate information from various studies, such that the effec-
tiveness of multiple behavior change interventions can be enhanced. A
short summary is provided to guide the reader in choosing the most
suitable analysis technique to meet his or her needs. We hope to have
raised awareness among researchers in multiple behavior research of
the importance of thinking carefully about their research question and
the aimof their research, thereby enabling them to choose the appropri-
ate analysis technique.

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.ypmed.2014.07.007.
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