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Abstract
Objective: The detection of subgroups involved in qualitative treatment–subgroup interactions (i.e., for one subgroup of
clients treatment A outperforms treatment B, whereas for another the reverse holds true) is crucial for personalized health.
In typical Randomized Controlled Trials (RCTs), the combination of a lack of a priori hypotheses and a large number of
possible moderators leaves current methods insufficient to detect subgroups involved in such interactions. A recently
developed method, QUalitative INteraction Trees (QUINT), offers a solution. However, the paper in which QUINT has
been introduced is not easily accessible for non-methodologists. In this paper, we want to review the conceptual basis of
QUINT in a nontechnical way, and illustrate its relevance for psychological applications. Method: We present a concise
introduction into QUINT along with a summary of available evidence on its performance. Subsequently, we subject RCT
data on the effect of motivational interviewing in a treatment for substance abuse disorders to a reanalysis with QUINT.
As outcome variables, we focus on measures of retention and substance use. Results: A qualitative treatment–subgroup
interaction is found for retention. By contrast, no qualitative interaction is detected for substance use. Conclusions:
QUINT may lead to insightful and well-interpretable results with straightforward implications for personalized treatment
assignment.

Keywords: qualitative interaction; subgroup analysis; treatment efficacy; QUINT

For many psychological problems, multiple treat-
ment alternatives are available (e.g., De Jong et al.,
2014; Gullestad, Johansen, Høglend, Karterud, &
Wilberg, 2013; Tasca et al., 2006). As an example,
Tasca et al. (2006) report two forms of group treat-
ment (cognitive-behavioral therapy, psychodynamic
interpersonal psychotherapy) for persons with binge
eating disorder. A standard research question in
such cases pertains to comparative treatment effec-
tiveness, that is, to a comparison of the effect of the
different treatments. A typical setting for the study
of this type of research questions is that of random-
ized controlled trials (RCTs), in which the clients
under study are randomly assigned to the alternative
treatment conditions, and in which they are

measured in terms of a set of pre-treatment character-
istics in addition to (at least) one outcome variable.
Analyses of such RCT data may reveal which treat-
ment alternative is universally best (i.e., yields the
best mean outcome), a result that may have direct
implications for treatment assignment (i.e., assign
every future patient to the universally best treatment).
Beyond an assignment to universally best treat-

ments, nowadays much importance is attached to
personalized health, that is, to the fact that persons
should receive the treatment that is optimal given
their individual characteristics (Tunis, Benner, &
McClellan, 2010). Personalized health is rooted in
the idea that relative treatment effectiveness may
vary over subgroups of clients (defined in terms of
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person pre-treatment characteristics, which are also
called moderator variables). Such a situation is illus-
trated in Figure 1(a) and (b). Formally speaking, this
phenomenon is referred to as treatment–subgroup
interactions (Rothwell, 2005). One type of such
interactions is especially relevant for treatment
assignment, namely so-called disordinal or qualitat-
ive treatment–subgroup interactions (Byar, 1985)
(note that the meaning of the term “qualitative” as
used in the context of treatment–subgroup inter-
actions should not be confused with the meaning
of the same term in the context of qualitative
research methods). Given two treatment alternatives
A and B, qualitative treatment–subgroups inter-
actions imply that the sign of the difference
between the treatment alternatives in effectiveness
is not the same for all subgroups of persons
(Figure 1(b)). Or, stated in other words, qualitative
treatment–subgroup interactions imply that for
some subgroups treatment alternative A outperforms
alternative B, whereas for other subgroups it is the
other way around. Quantitative treatment–subgroup
interactions, on the other hand, imply that the differ-
ence in treatment effectiveness has the same sign in
all subgroups but that the size of the difference in
treatment effectiveness is different (Figure 1(a)).
Or, stated in other words, quantitative treatment–
subgroup interactions imply that for all subgroups
one treatment alternative (e.g., A) is more effective
than or equally effective as the other, but that the
magnitude of the difference in effectiveness
between the two treatment alternatives varies across
subgroups. As an example of a qualitative treat-
ment–subgroup interaction, in the case of supportive
versus interpretative therapy for depression, Ogrod-
niczuk, Piper, Joyce, and McCallum (2001) found
that for males interpretative therapy outperforms
supportive therapy, whereas for females the reverse
holds true. As a second example, in the case of cog-
nitive-behavioral therapy versus psychodynamic
interpersonal psychotherapy for binge eating dis-
order, Tasca et al. (2006) found that for people
with lower need for approval cognitive-behavioral
therapy outperforms psychodynamic interpersonal
psychotherapy, whereas for people with higher need
for approval the reverse holds true. Qualitative treat-
ment–subgroup interactions have a long history in
psychology, going back to the seminal work of Cron-
bach (1957) on aptitude–treatment interactions.
Importantly, despite the fact that in psychotherapy
research such interactions may be rarer than their
quantitative counterparts (Peto, 1995), they are of
utmost clinical importance for personalized health
(Byar, 1985).
Claims on qualitative treatment–subgroup inter-

actions, as the cornerstone of personalized treatment

assignment, should rely on strong empirical evidence,
especially since evidence-based practice has become
the gold standard in clinical psychology (Kent,
Rothwell, Ioannidis, Altman, & Hayward, 2010).
The detection of empirically sound interactions,
however, implies a major methodological bottleneck.
Earlier work on this detection primarily concerned
two families of methods. The first and larger family
pertains to situations in which clear a priori hypoth-
eses exist about which subgroups of clients are
involved in the interactions, or situations that
involve a small number of potential moderator vari-
ables only. Examples include factorial analyses of var-
iance (ANOVA), with one factor pertaining to
treatment methods and another one to subgroups
(Shaffer, 1991), and regression analyses with suitable
interaction terms being included in the regression
model (see, e.g., Dixon & Simon, 1991; Hayward,
Kent, Vijan, & Hofer, 2006). Methods of the
second and smaller family do not require a priori
hypotheses or a limited number of potential modera-
tor variables. Rather, they induce subgroups involved
in treatment–subgroup interactions during the actual
data analysis. In particular, they do so via recursive
partitioning, in which the total group of persons is
repeatedly split into child subgroups that vary in
terms of relative treatment effectiveness (for a
review, see Doove, Dusseldorp, Van Deun, & Van
Mechelen, 2014).
However, the families of methods outlined above

imply two problems. The first of these pertains to
the methods being unsuitable to detect qualitative
treatment–subgroup interactions in regular RCTs.
Indeed, in many RCTs, no comprehensive a priori
hypotheses are available on the subgroups involved
in treatment–subgroup interactions (Bala et al.,
2013; Boonacker, Hoes, Van Liere-Visser, Schilder,
& Rovers, 2011), and a large number of potential
moderators are available in the data. Such situations
are prohibitive for ANOVA and regression-type
approaches. Recursive partitioning methods can
deal with such situations, yet they do so with a
focus on treatment–subgroup interactions in general
rather than on the qualitative interactions that are of
particular relevance for personalized treatment
assignment.
The second problem pertains to the risk of inferen-

tial errors. On the one hand, these include Type II
errors, which reflect a possible lack of power to
detect true interactions (e.g., Pocock, Assmann,
Enos, & Kasten, 2002). Such a detection generally
requires larger samples than the detection of main
effects (Lee, Lei, & Brody, 2015), indeed, and
perhaps considerably larger than those enrolled in a
number of traditional clinical trials. On the other
hand, and even more importantly, one should also

2 L. L. Doove et al.
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beware of Type I errors, that is, erroneous claims
about the occurrence of apparent interactions that
cannot be replicated in follow-up studies (Dixon &
Simon, 1991; Pocock et al., 2002; Rothwell, 2005;
Wang, Lagakos, Ware, Hunter, & Drazen, 2007).
Because of a presumed relatively high risk of Type I
errors, a number of critics remembered subgroup
analyses with the pet name of “computerized data
dredging” (Feinstein, 1998; Rothwell, 2005).
Beyond this, some critics even went so far as to
dismiss all post hoc tests and to allow only for sub-
groups that are specified on a priori grounds.
Obviously, however, such a recommendation passes
over the fact that often no good hypotheses are
available on the subgroups involved in treatment–
subgroup interactions, and precludes exploratory
approaches that allow RCT data to speak for
themselves.
Recently, Dusseldorp and Van Mechelen (2014)

developed a new method, called QUalitative INter-
action Trees (QUINT), that addresses the two pro-
blems outlined above. This method, which is of a
recursive partitioning type, allows subgroups
involved in treatment–subgroup interactions to be
identified in situations where a large number of mod-
erators are available in the data, without comprehen-
sive a priori hypotheses on such subgroups, and with
an exclusive focus on qualitative treatment–subgroup
interactions. QUINT is an exploratory approach that
can be useful in situations where a clinician: (i) has no
hypotheses on subgroups involved in qualitative

treatment–subgroup interactions, (ii) has incomplete
hypotheses on such subgroups in the sense that the
exact nature of the interplay between different poss-
ible moderators is not known or that the clinician
does not have precise hypotheses on the cut-off
scores that define the subgroups, or (iii) has clear a
priori hypothesis on some subgroups involved in
treatment–subgroup interactions, but additionally
also wants to explore the data somewhat further.
The development of QUINT included an explicit
account of the problem of inferential errors, in
terms of an extensive simulation study that led to a
number of strategies and recommendations to
control for this problem. Unfortunately, however,
the paper in which the QUINT methodology has
been introduced is not easily accessible for non-
methodologists.
In the present paper we will present a nontechnical

review of the conceptual basis of QUINT and show
its significance for psychological applications. To
this end we will subject data from an RCT on drug
abuse treatments to a reanalysis with QUINT. This
will make it possible to arrive at a more pronounced
picture of the information on treatment effectiveness
embedded in the data.
The remainder of this paper is organized as follows.

First, we will review the QUINT methodology.
Second, we will introduce the RCT data that we
will re-analyze using QUINT. Third, we will
present and discuss the results of the reanalysis. Con-
cluding remarks will be given in a final section.

Figure 1. Examples of treatment-subgroup interactions: (a) a quantitative treatment-subgroup interaction, where the difference between the
two treatment alternatives in treatment effectiveness has the same sign in both subgroups but the size of the effect differs, and (b) a qualitative
treatment-subgroup interaction, where the difference between the two treatment alternatives in treatment effectiveness has a different sign in
Subgroup 1 than in Subgroup 2. The subgroups may be defined in terms of several person pre-treatment characteristics. (▴, treatment A;□,
treatment B).

Psychotherapy Research 3
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QUINT

Suppose a group of clients randomly assigned to one
out of two treatments A and B. Before the treatment a
group of categorical and/or continuous background
characteristics of the clients is measured (e.g., addic-
tion severity, primary drug used), and after the treat-
ment one primary continuous outcome variable
(which, optionally, can be a pre-post difference
score). The goal of QUINT is to find the best par-
tition of the total group of clients on the basis of the
background characteristics into two or three mutually
exclusive subgroups that are characterized as follows:
In the first subgroup (‘1), the clients assigned to
treatment A show a clearly better outcome than the
clients assigned to B; in the second subgroup (‘2),
the reverse is true; in the third (optional) subgroup
(‘3), the clients assigned to A show more or less the
same outcome as the clients assigned to B (Dussel-
dorp & Van Mechelen, 2014). The subgroups may
comprise one or several types of clients as defined
by different (combinations of) background character-
istics. Note, however, that the result of a QUINT
analysis may also be that the total group of clients is
not partitioned, that is, that no subgroups involved
in a qualitative treatment–subgroup interaction can
be identified.
As mentioned earlier, QUINT is of a recursive par-

titioning type, which implies that the total group of
clients is repeatedly subdivided on the basis of
binary splits of the background characteristics into
child subgroups. Classification And Regression
Trees (CART) may be the best known instance of
recursive partitioning analysis, first introduced by
Breiman, Friedman, Olshen, and Stone (1984).
Both methods, however, differ in the type of parti-
tioning criterion that is used. In CART, a grouping
variable such as the preferred treatment for every
client in the data should be known in advance, with
in each step the child subgroups being as homo-
geneous as possible with regard to that grouping vari-
able. In contrast, QUINT does not need external
grouping information to partition the total group of
clients into subgroups that vary in terms of relative
treatment effectiveness.
QUINT is looking for an optimal partition of the

total group of clients so that the qualitative treat-
ment-subgroup interaction that is related to that par-
tition has the largest possible practical significance.
To achieve this, two conditions with regard to the
subgroups ‘1 and ‘2 need to be satisfied: (i) In
both subgroups the difference in outcome between
the treatments A and B should be large and (ii)
each of the two subgroups should comprise many
clients. QUINT uses a weighted compound criterion
that implies that these two conditions are optimized

simultaneously. The difference in outcome between
treatments A and B included in condition (i) can be
formalized in terms of either a difference in treatment
means or a treatment effect size (Cohen’s d; Cohen,
1988), with a difference in treatment means being
preferable if the values of the outcome variable have
a clear pragmatic meaning, whereas in other cases
treatment effect sizes may be more useful.
To optimize this criterion, QUINT uses a stepwise

tree building algorithm. This algorithm sequentially
splits the total group of clients into subgroups, with
the resulting series of splits being representable by a
tree structure like Figure 2 (which we will further
discuss in the Results Section). Starting with the
total group of clients in the so-called root node,
each background variable is considered as a candi-
date splitting variable to divide this group into two
child nodes. For each of the candidate splitting vari-
ables, all possible split points and corresponding
assignments of the child nodes to subgroups ‘1 and
‘2 are evaluated; subsequently, the split point and
assignment of the child nodes are chosen that maxi-
mize the QUINT criterion. Lastly, across all candi-
date splitting variables, the variable (along with its
maximizing split point and assignment of child
nodes to the subgroups) is selected that attains the
highest value of the QUINT criterion. After this
first split, the stepwise binary splitting procedure is
continued. In each step, all end nodes (leaves) of
the current tree then become candidate parent
nodes. For each candidate parent node, the split
(i.e., splitting variable, split point, and assignment
of all end nodes or leaves of the tree to subgroups
‘2 ‘2, and ‘3) is selected that maximizes the
QUINT criterion. The QUINT criterion values are
subsequently compared across all candidate parent
nodes and the node which implies the highest cri-
terion value then is subdivided according to its
optimal split. Note that from the second split on,
leaves may be assigned to ‘1, ‘2, and ‘3 (instead of
to ‘1 and ‘2 only as after the first split), and that
after each split all leaves are allowed to be re-assigned
to the three subgroups.
The QUINT procedure uses three types of criteria

to stop the tree building process: Firstly, in the split of
the root node it tests the presence of a qualitative
interaction on the basis of a so-called qualitative
interaction condition, which reads that in each of
the two leaves, the absolute value of the treatment
effect size exceeds a critical minimum value (dmin).
Note that this critical minimum value is always for-
mulated in terms of an effect size, irrespective of
whether the difference in means or the effect size is
used in condition (i) of the weighted compound cri-
terion that is optimized by QUINT, as the critical
minimum value has to hold irrespective of the scale

4 L. L. Doove et al.
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of the outcome variable under study. If QUINT does
detect a qualitative treatment–subgroup interaction,
the root node is split and the stepwise binary splitting
procedure is continued. Secondly, the algorithm
stops if a split can no longer be found that implies a
higher criterion value than in the previous step.
Thirdly, QUINT takes into account some additional
stopping criteria including a maximum value for the
number of leaves, and the fact that each leaf should
contain a minimum number of clients assigned to
treatments A and B.
The tree growing procedure may result in a large

tree with a high criterion value for the data at hand,
that will not be replicable with future data. QUINT
controls for this so-called overfitting by a pruning
procedure, which prunes the maximal tree back to
some optimal subtree. The procedure relies on the
fact that the QUINT algorithm yields a sequence of
nested subtrees, which differ in number of leaves.
For each of these subtrees, QUINT has computed a
criterion value. Yet, these values are positively
biased since they have been computed on the basis
of the same data as the ones that were used to build
the tree. To overcome this problem, QUINT relies
on a bootstrap procedure that yields an estimation
of the biases. Generally speaking, the (nonpara-
metric) bootstrap is a procedure to calculate

measures of accuracy (e.g., bias, confidence interval,
prediction error) of model estimates by making use of
a series of samples that are obtained by resampling
with replacement from the original data (Efron,
2003). The bootstrap estimation of the biases
further allows for the calculation of bias-corrected
criterion values. The final (sub)tree selected by
QUINT then is the one with the highest bias-cor-
rected criterion value. QUINT also allows for a boot-
strap-based bias correction procedure for the
differential treatment effect sizes in the leaves of
the finally selected tree, which may give insight into
the generalizability of the QUINT solution. For a for-
malization and detailed description of the above, we
refer to Dusseldorp and Van Mechelen (2014).
Results of a simulation study suggested that

QUINT firstly has an overall good optimization per-
formance in terms of maximizing the QUINT cri-
terion function (Dusseldorp & Van Mechelen,
2014). A second group of performance criteria
addressed in the simulation study pertains to recovery
of the true structure underlying the data. These per-
formance criteria include both correctness of infer-
ences regarding the presence/absence of qualitative
interactions (i.e., Type I and Type II error rates),
and recovery of the structure of the underlying true
tree. Simulation results of the Type I and Type II

Figure 2. Result of the application of QUINT to the Clinical Trials Network data with the outcome variable “Number of sessions in 28 days
after treatment assignment.” The resulting tree has six leaves that are represented by rectangles containing the sample size, the outcome
means (and standard deviations) for the motivational interviewing and standard treatment groups (YMI and Y std), the differences in
means (YMI − Y std), and the corresponding effect size (Cohen’s d) (ASI = Addiction Severity Index).

Psychotherapy Research 5
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error indicated that for sample sizes larger than 300
“a good balance between the two can be obtained if
a value of dmin = 0.30 is used in the qualitative inter-
action condition” (Dusseldorp & Van Mechelen,
2014, p. 231). Regarding the recovery of aspects of
the true underlying tree such as tree complexity, split-
ting variables and split points, and assignment of the
clients to the three subgroups, the simulation study
revealed that satisfactory results are obtained when
the sample size is at least 400 and the true differences
in treatment outcome in the subgroups are large
Cohen′s d ≥ 1| |( ). To clarify, when no qualitative
treatment–subgroup interaction is found in a situ-
ation where the sample size is 400 and dmin is set to
0.30, there is a reasonable basis for concluding that
the moderators under study are not involved in a
qualitative treatment–subgroup interaction; conver-
sely, in case a qualitative treatment–subgroup inter-
action is found in such a situation, there is a
reasonable basis for concluding that this interaction
holds, indeed, and that the identified tree closely
resembles the underlying true tree. Note that these
recommendations are based on simulation results of
Dusseldorp and Van Mechelen (2014) for data sets
with a number of potential treatment moderators
ranging from 5 to 20. In this simulation study the
impact of the number of moderators on Type I and
Type II error rates appeared to be negligible. That
being said, we cannot exclude that in the case of a
much larger number of potential moderators, the
required sample size may be higher. Note finally
also that the recovery results of the simulation study
of Dusseldorp and Van Mechelen (2014) imply that
QUINT analyses of different RCTs (in which the
same treatment alternatives are compared while
measuring the same outcome variable and the same
background characteristics) should, in principle
lead to similar results.
To analyze RCTs with QUINT, the R-package

quint has been developed by Dusseldorp, Doove,
and Van Mechelen (2013).1 This package can be
freely downloaded from CRAN. The current
version of QUINT can handle two treatment alterna-
tives only.

Data

We re-analyzed data from the Clinical Trials
Network2 on the evaluation of integrating motiva-
tional interview techniques into the initial contact
and evaluation session of behavior therapies
(Carroll et al., 2006). Motivational interviewing has
been developed as a treatment strategy to enhance
clients’ motivation for change (Miller & Rollnick,
1991). It includes both a motivational interviewing

style (e.g., asking open-ended questions, listening
reflectively, and affirming change-related participant
statements and efforts), and motivation-enhancing
strategies (e.g., practicing empathy, providing
choice, clarifying goals). The data pertain to an
RCT with participants (n = 423) who were seeking
treatment for a substance use problem. Following
baseline assessment, participants were randomly
assigned to one out of two conditions: standard inter-
vention (n = 214) and standard intervention in which
motivational interviewing techniques were integrated
in the intake/orientation sessions (n = 209). The data
comprised 18 pre-treatment characteristics, such as

Table I. Percentage or mean (and standard deviation) for all
potential moderators involved in reanalysis of data from the
Clinical Trials Network. All potential moderators were measured
before treatment.

Percentage or mean (SD)

Potential moderator
Standard
(n= 214)

MI
(n= 209)

Female 42.5 24.0
Ethnicity
White 70.6 73.2
Other 16.4 15.3
Black, African American, or Negro 9.3 9.6
Spanish, Hispanic, or Latina 3.7 1.9

Employed 40.2 34.0
Marital status
Divorced 18.7 25.4
Living with partner/cohabiting 2.8 2.9
Separated 10.7 9.6
Legally married 16.4 17.7
Never married 50.9 43.5
Widowed 0.5 1.0

Admission prompted by legal system 54.2 52.2
On probation or parole 39.3 35.9
Any previous drug/alcohol treatment 63.1 60.3
Primary drug used
Alcohol 47.7 48.8
Cocaine 7.0 5.7
Marijuana 21.0 21.1
Opiates 4.2 5.7
Methamphetamines 19.2 18.1
Benzodiazepines 0.9 0.5

Age 32.4 (9.7) 34.3 (10.3)
Years of education 12.1 (2.1) 12.2 (1.7)
Days of substance use, past 30 10.1 (9.6) 11.9 (10.6)
ASI composite scores
Medical 0.27 (0.35) 0.27 (0.35)
Employment 0.67 (0.31) 0.69 (0.31)
Alcohol 0.23 (0.25) 0.25 (0.27)
Drug 0.11 (0.12) 0.12 (0.12)
Legal 0.20 (0.22) 0.19 (0.21)
Family 0.17 (0.21) 0.16 (0.20)
Psychological 0.25 (0.23) 0.26 (0.24)

Notes: Composite scores were calculated according to McGahan,
Griffith, Parente, and McLellan (1986) and have a theoretical
range from 0.00 to 1.00. SD, standard deviation; MI, motivational
interviewing; and ASI, addiction severity index.

6 L. L. Doove et al.
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demographical variables (e.g., gender, age, ethnicity)
and aspects of substance use (e.g., days of substance
use in 30 days before treatment assignment, the
primary drug used, and composite scores included
in the Addiction Severity Index (ASI; McLellan
et al., 1992), the latter being an interview-based
measure of the frequency and severity of substance
use and related psychosocial problems). Descriptive
statistics for all pre-treatment characteristics are
given in Table I. As outcome variables, we focused
in our re-analyses on a measure of retention (a vari-
able closely linked to motivation for change; Ryan,
Plant, & O’Malley, 1995), and a measure of sub-
stance use. More specifically, the outcome variables
were the number of therapy sessions completed and
the number of days on which the participant reported
using her or his identified primary substance of
abuse, both during the 28 days after treatment assign-
ment. The number of available cases for analysis (due
to missing values at evaluation) and descriptive stat-
istics for the two outcome variables are given in
Table II. Two remarks can be made with regard to
the missing values at evaluation, which should be
kept in mind when analyzing the data. The first per-
tains to the number of available cases due to
missing values, which falls below the required 400
to safeguard recovery of structural aspects of the
underlying true tree. The second pertains to the
missing data mechanism. That is, in the context of
the data at hand, the reason why a value is missing
is likely to be related to the value of the variable that
is missing (technically speaking, missing not at
random).
Previous analyses of these data (Carroll et al.,

2006) showed that integrating motivational inter-
viewing techniques in a standard treatment tends to
have a positive effect on retention in the earlier
phases of treatment (d = 0.24), but has no significant
effect on substance use. Carroll et al., however, also
hypothesized that treatment effect heterogeneity
may be in place, and therefore that “it is important
to understand the types of individuals for whom
motivational interviewing is effective…” (p. 310).
Conversely, a recent meta-analysis of 34 studies on
motivational interviewing that used a measure of
treatment engagement (e.g., keeping appointments,

participation in treatment) as an outcome variable,
showed that clients receiving motivational interview-
ing were not significantly advantaged over those who
received a standard intervention (Lundahl, Kunz,
Brownell, Tollefson, & Burke, 2010). Moreover,
with regard to substance use-related outcomes, the
meta-analysis also showed that clients receiving
motivational interviewing were not significantly
advantaged over those who received a standard inter-
vention. However, the individual studies included in
the meta-analysis showed a wide variability in the size
and, more importantly, the direction of the differen-
tial treatment effects. This variability in outcomes
across studies points to the possibility of treatment
effect heterogeneity and, in particular, of qualitative
treatment–subgroup interactions. This is exactly the
issue that is addressed by QUINT in terms of identi-
fying subgroups for which motivational interviewing
outperforms standard treatment, whereas for the
other subgroups the reverse holds true.

Results of QUINT reanalyses and discussion

Given that the outcome variables (number of com-
pleted sessions, number of days of substance use)
had a clear pragmatic meaning, the QUINT analyses
were performed using the criterion with difference in
treatment means. We set the number of bootstrap
samples equal to 200 and used the default values
for the weights of the two constituents of the cri-
terion, the critical minimum value in the qualitative
interaction criterion for the absolute value of the stan-
dardized mean difference in treatment outcome
(dmin = 0.30), the maximum number of leaves (10),
and the minimum number of clients assigned to treat-
ment A and B in each leaf (10% of the total number of
clients assigned to treatment A and B).

Retention

Regarding the number of completed sessions in the
28 days after treatment assignment, the test of the
qualitative interaction condition revealed that a quali-
tative treatment-subgroup interaction is present in
the data. QUINT subsequently constructed a tree

Table II. Available cases and mean (and standard deviation) for the outcome variables involved in reanalysis of data from the Clinical Trials
Network.

Outcome

Available cases Mean (SD)

Standard MI Standard MI

Number of sessions in 28 days after treatment assignment 178 174 4.1 (4.1) 5.0 (5.1)
Number of days of substance use in 28 days after treatment assignment 178 173 3.0 (6.2) 3.4 (6.9)

Note: SD, standard deviation and MI, motivational interviewing.
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with six leaves. The pruning procedure indicated that
this was also the optimal tree size. After applying the
bias correction procedure to the two leaves with most
extreme differential treatment effects, we found on
the one hand a leaf with clients who completed on
average 2.60 more sessions during the 28 days after
treatment assignment when assigned to motivational
interviewing compared to standard treatment
(d = 0.42), and, on the other hand, a leaf with
clients who completed on average 2.84 more sessions
when assigned to standard treatment compared to
motivational interviewing (d = −0.54) (with the
values of the effect sizes implying that the detected
qualitative treatment–subgroup interaction is of
medium size).
The structure of the full tree is shown in Figure 2.

The ellipses in the figure represent the internal nodes
containing the split variables, with the corresponding
split point shown below each ellipse. The upper ellip-
sis represents the root node, which corresponds to the
complete group of clients. The rectangles represent
the leaves of the tree, that is, the final subgroups of
clients; each rectangle contains the sample size of
the corresponding subgroup, the outcome means
(and standard deviations) for the motivational inter-
viewing and the standard treatment condition (YMI

and Y standard), the (uncorrected) difference in
means (YMI − Y standard), and the corresponding
effect size d. For example, clients with an ASI compo-
site score for drug use strictly larger than 0.26 end up
in Leaf 6. Clients in this leaf completed on average
4.66 more therapy sessions after standard treatment
compared with motivational interviewing; conse-
quently, this leaf is assigned to subgroup ‘2.
Looking at the QUINT result as a whole, it appears

that users with more severe drug problems (drug use
ASI composite score . 0.26) take more advantage
from standard treatment compared to motivational
interviewing. On the other hand, male users with
less severe drug problems (drug use ASI composite
score ≤ 0.26), who used drugs during an intermedi-
ate number of days before treatment assignment (2
to 19 days out of 30) should preferably receive moti-
vational interviewing (as they then complete on
average 5.30 more sessions than when assigned to
standard treatment). The latter also holds for
women if their employment strengths are not too
heavily affected (with then on average 3.41 more
completed sessions after motivational interviewing).
From the above, we may conclude that the most

important moderators of the differential effectiveness
of motivational interviewing and standard treatment
are measures of problem severity (i.e., drug use ASI
composite score, days of substance use, lack of
employment strengths) and gender. Regarding
problem severity, this result somewhat links up with

the meta-analysis by Lundahl et al. (2010), who
found an (albeit nonsignificant) trend for clients’
level of impairment to moderate the overall effect of
motivational interviewing in the same direction as
we did (i.e., less impaired clients profit more from
motivational interviewing). Furthermore, in other
areas, differential treatment outcomes for clients
with high and low problem severity have been
reported as well (e.g., Elkin et al., 1995). Regarding
gender, as noted by Green (2006) in a discussion of
substance abuse treatment services, “Researchers
also have identified many factors that differ by
gender and affect treatment outcomes in important
ways (… ). This suggests that addressing risks differ-
entially, by gender, may help improve both the treat-
ment process and outcomes for men and women”
(p. 60). Finally, although one should be cautious
with inferences about structural aspects of the tree
as the sample size was smaller than 400, it is interest-
ing to note that the split point of 0.26 on the ASI
composite score for drug use that was identified by
QUINT, is theoretically meaningful, as it almost
coincides with the critical value of 0.25 that Lee
et al. (2001) used to mark off a group of users with
severe drug use problems.
One may finally note that the conclusion of Carroll

et al. (2006) that, when assigned to motivational
interviewing, clients have better retention through
the 28 days after treatment assignment, is to be sig-
nificantly qualified on the basis of the QUINT
results: Motivational interviewing appears not to be
the preferred choice of treatment for substance
users with more severe drug problems. At first
sight, the finding that both a main effect of motiva-
tional interviewing and a qualitative treatment–sub-
group interaction are present in the data might look
somewhat contradictory. However, this pattern can
be readily explained by the fact that the group of
users who take more advantage from motivational
interviews is considerably larger than the group of
users for whom standard treatment is the preferred
treatment alternative.

Substance Use

Regarding the outcome variable “Number of days of
substance use during the 28 days after treatment
assignment,” the test of the qualitative interaction
condition in the root node revealed that no qualitative
treatment–subgroup interaction was present in the
data (with d = −0.25 and d = 0.28 in the leaves).
Carroll et al. (2006) have previously concluded that
there is no significant positive effect of integrating
motivational interviewing techniques into the initial
contact and evaluation session of behavior therapies
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on frequency of substance use. Based on the QUINT
result, no indications are found that this does not
apply to all substance users. Moreover, the fact that
in this case QUINT did not identify a qualitative
treatment–subgroup interaction also nicely illustrates
the inbuilt protection within the QUINT procedure
to safeguard against erroneous claims about apparent
interactions that cannot be replicated in follow-up
studies.
To summarize, the combination of the QUINT

results regarding the number of completed sessions
and the number of days of substance use in the 28
days after treatment assignment leads to a personal-
ized treatment assignment strategy that implies a
gain in the number of completed sessions (i.e.,
increased retention), yet without a sizeable decrease
in substance use. This may be considered a modest
return.

Concluding Remarks

In this paper we reviewed a recently developed,
powerful tool for the identification of subgroups of
clients that are involved in clinically meaningful
qualitative treatment–subgroup interactions. This
tool has been devised for the most common context
of RCTs with large numbers of possible moderators
and without comprehensive a priori hypotheses on
the subgroups that are subject to differences in differ-
ential treatment effectiveness. An important advan-
tage of QUINT is that it may lead to insightful and
well-interpretable results, despite the fact that the
treatment–subgroup interactions at hand may rely
on a complex interplay of moderators, with individual
moderators possibly even being involved in the inter-
actions in a nonlinear way (as was the case in our
application with the variable “Number of days with
substance use before treatment assignment”). Sec-
ondly, and even more importantly, the QUINT
results may have straightforward implications for per-
sonalized treatment assignment.
An important problem in the study of treatment–

subgroup interactions is the potential for sizeable
inferential errors (Rothwell, 2005). As such,
QUINT incorporates several tools to control for
inferential errors. Firstly, the risk of erroneously con-
cluding that a qualitative interaction is present in the
data is met by the test of the qualitative interaction
criterion in the root node. Secondly, overfitting
(and, hence, arriving at conclusions that hold for
the data at hand only and not for future data) is con-
trolled for via the model selection (i.e., stop and
pruning criteria) and through the calculation of
bias-corrected values of the effects and the effect
sizes in the leaves. Thirdly, an extensive simulation

study led to several guidelines to assess the risk of
inferential errors (Dusseldorp & Van Mechelen,
2014). As an example of the latter, our application
of the guidelines suggested that we could safely con-
clude that a qualitative treatment–subgroup inter-
action is present in the data on retention in the
earlier phases of treatment; yet, taking into account
a sample size below 400 and the fact that the bias cor-
rection procedures suggested that the detected inter-
action was moderate in size, they also imply that we
should be cautious with regard to inferences about
the complexity and the structure of the underlying
true tree. The latter implies an important additional
incentive for something that should preferably be
done after exploratory subgroup analyses such as
QUINT, that is, examine whether the found treat-
ment-subgroup interactions can be replicated.
Ideally the output of QUINT should be used for
setting up new trials using stratified randomizations,
with strata that are constructed on the basis of the
subgroups identified by QUINT.
A broad concern related to the goal of finding sub-

groups involved in treatment-subgroup interactions
is that, in general, a reliable detection of interactions
requires larger samples than a reliable detection of
main effects (Lee et al., 2015), and perhaps consider-
ably larger than those enrolled in traditional clinical
trials in the field of psychotherapy research. This,
however, does not preclude that in such trials the
use of subgroup analyses such as QUINT can be
meaningful. As noted earlier, conducting an RCT
requires lots of time, money and effort, which is
mainly an argument for getting as much information
as possible out of the data. Exploratory analyses on
smaller data sets can, when reported as such, still
be of great value. However, it is of utmost importance
that the results of them are regarded as tentative until
they can be replicated.
Admittedly, the QUINT method has a number of

limitations by itself. First, the criterion that is opti-
mized by QUINT is an ad hoc criterion that is not
at the level of inferences about a population.
Second, QUINT, as most tree-based methods, is
estimated on the basis of a greedy heuristic. Third,
QUINT is limited to the case of two alternative treat-
ments, whereas quite a few RCTs include more than
two arms. The development of a new method for the
detection of qualitative treatment–subgroup inter-
actions that overcomes these three limitations looks
like an important challenge for future research.
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Notes
1 The package posted on Comprehensive R Archive Network
(CRAN) can handle continuous and dichotomous background
characteristics. For the analyses in the present paper, we used a
slightly extended version of this package that can also handle cat-
egorical background characteristics. This extension can be
obtained from the first author.

2 Clinical Trials Network databases and information are available
at www.ctndatashare.org.
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